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1 Présentation  
 
Je m’appelle Corentin CHAUVEL, j’ai 20 ans et je vis dans la région Nantaise.  
 
Mon parcours d’étude a commencé par un BAC PRO SN (systèmes numériques) Option 
Réseaux informatiques et systèmes communicants (RISC) étant un passionné d’informa-
tique depuis mon adolescence. Je me voyais travailler dans cette voie, j’ai obtenu ce BAC 
et ai poursuivi vers un BTS SIO option solutions d’infrastructure, systèmes et réseaux 
(SISR) en alternance car avec les différents stages que j’ai pu effectuer au long de ces 
trois années à préparer le BAC, j’ai apprécié la partie entreprise.  
 

2 Introduction 

Cette alternance a été réalisé dans le cadre de mes études en BTS SIO, au sein du service 
informatique de le Région Pays de la Loire.  

Cette période a été l'occasion pour moi de découvrir les différents aspects de l'informatique 
dans un environnement professionnel et plus particulièrement en administration système et 
réseaux. J'ai pu mettre en pratique les connaissances acquises lors des cours et découvrir 
de nouvelles technologies.  

Ce rapport a pour objectif de présenter les différentes missions qui m'ont été confiées au 
cours de cette alternance, ainsi que les compétences et les connaissances que j'ai déve-
loppées. Il permettra de mettre en évidence les solutions mises en place. 

3 Présentation de l'entreprise et du service 
3.1 Coordonnées de la structure d'accueil 
 

Hôtel de Région des Pays de la Loire 
Adresse : 1 Rue de la Loire, 44000 Nantes 
Téléphone : 02 28 20 50 00 
Site : https://www.paysdelaloire.fr/ 

 

 

 

3.2 Situation géographique  
 
Située à l’ouest de la France, entre Bretagne, Centre Val de Loire et Nouvelle Aquitaine, la 
région Pays de la Loire regroupe cinq départements : Loire Atlantique, Maine et Loire, 
Mayenne, Sarthe et Vendée. Chef-lieu : Nantes où est situé l’Hôtel de la Région des Pays 
de La Loire. La région s’appuie sur un double ancrage littoral et ligérien : une façade atlan-
tique stratégique (ports, énergies marines, tourisme) et le plus long fleuve de France, la 
Loire (agriculture, paysages, patrimoine). 
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L’hôtel de la Région se situe sur l’ile Beaulieu dans le centre de Nantes. 
 
 

 

Figure 2: L’hôtel de la Région est desservi par plusieurs ligne de bus et est facilement accessible en 

voiture 

 

Figure 1 : Région Pays de la Loire 
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Figure 3 : Maison de la région (Il y en a au moins une dans chaque département.) 

 

3.3 Repères historiques : 
 
Avant 1950 : territoire structuré par d’anciennes provinces (Anjou, Maine, Poitou occiden-
tal, Bretagne pour la Loire-Atlantique), des villes comptoirs sur l’Atlantique (Nantes, Saint-
Nazaire) et des bassins agricoles réputés (Anjou/Val de Loire, bocages du Maine et de la 
Vendée).  

1955-1972 : l’État dessine des « régions de programme » pour l’aménagement du terri-
toire ; 1972 crée l’Établissement public régional (EPR) en Pays de la Loire.  

1982 : lois de décentralisation (lois « Defferre ») ; la région devient collectivité territoriale 
de plein exercice.  

1986 : premières élections régionales au suffrage universel direct ; la politique régionale 
s’autonomise (formation, lycées, transports régionaux, développement économique…)  

Depuis 2000 : montée en puissance des compétences (transports régionaux, apprentis-
sage, stratégie économique), contractualisation avec l’État/UE, planification durable, affir-
mation de filières d’excellence industrielles, agroalimentaires, nautiques et numériques. 
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3.4 Ses activités : 

Économie : aides aux entreprises, soutien à l’innovation, attractivité du territoire. 

Formation & lycées : construction et entretien des lycées, financement de l’apprentissage, 
orientation professionnelle. 

Transports : organisation et financement des trains régionaux (TER), cars interurbains, 
mobilité durable. 

Aménagement du territoire : gestion du Schéma régional d’aménagement (SRADDET), 
équilibre entre zones rurales, urbaines et littorales. 

Environnement & énergie : développement des énergies renouvelables, adaptation au 
changement climatique, biodiversité. 

Culture, sport et patrimoine : soutien aux festivals, musées, bibliothèques, clubs sportifs 
de haut niveau. 

Gestion des fonds européens : redistribution des aides européennes. 

 

3.5 Institutions – le Conseil régional des Pays de la Loire : 
 

Création et statut : EPR en 1972 ; collectivité territoriale depuis 1982 ; élections régionales 
au suffrage universel direct depuis 1986.  

Siège : Hôtel de Région, Nantes.  

Composition : 93 conseillers régionaux (scrutin de liste à deux tours, prime majoritaire).  

Fonctionnement : assemblée délibérante (séances plénières, votes budgétaires), commis-
sions sectorielles, exécutif régional (Présidente et vice-présidences), services et agences 
(ex. Solutions & Co pour le développement éco).  

Présidences depuis l’origine : 

- Olivier Guichard : 1974-1998.  

- François Fillon : 1998-2002.  

- JeanLuc Harousseau : 2002-2004.  

- Jacques Auxiette : 2004-2015.  

- Bruno Retailleau : 2015-2017.  

- Christelle Morançais : 2017 en cours (réélue en 2021). 

Chantiers actuels (exemples)  
  

- Transition écologique (rénovation thermique, décarbonation industries/ports, mobili-
tés propres, biodiversité).  

  
- Compétences et emploi : apprentissage, orientation, métiers en tension.  
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- Mobilités : modernisation TER, liaisons côtières/estuariennes, intermodalité mé-
tros/bus/tram.  

  
- Économie : soutien aux filières (naval, aéronautique, agroalimentaire, numérique), 

export, innovation, foncier économique. 
 

 

3.6 Enjeux et perspectives (2025 - 2030) 
 

    Transition écologique juste : adaptation littorale, ressource en eau, risques Loire/affluents, 
sobriété foncière et énergétique.  
  
    Compétences & attractivité : répondre aux besoins en BTP industrie santé, requalification, 
mix apprentissage/formation continue, inclusion, logement des actifs/étudiants.  
  
    Mobilités & cohésions : régénération ferroviaire/TER, intermodalité métropolitaine, des-
serte des territoires ruraux et littoraux, décarbonation logistique/ports.  
  
    Innovation & productivité : accélérer l’industrialisation verte (naval/EMR, agro transforma-
tion, électronique de puissance), diffusion numérique/IA dans les PME, recherche transfert, 
export.  
  
    Équilibres territoriaux : métropolisation vs Ruralité, littoral vs arrière-pays, politique de 
villes moyennes et centralités. 
 

3.7 Organigramme : Du service SI 
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3.8 Présentation du service 
 
Le service système d’Information (SSI) est composer de 19 personnes avec différents pôles, 
Ingénierie et Production Informatique, Sécurité Opérationnelle et Applications. Dans le pôle 
ou je me situe (Ingénierie et Production Informatique) mon tuteur Vincent VEILLEROBE 
s'occupe de l’administration des systèmes et équipements réseaux, l'administration du 
stockage et l'administration des systèmes de virtualisation. Dans le pôle tout le monde a sa 
petite spécialité : gestion des mises en production, sauvegardes et restaurations, supervi-
sion du SI, gestion des bases de données relatives aux applications, gestion des traitements 
informatiques. Dans le pôle Sécurité Opérationnelle il s’occupe de la gestion des infrastruc-
tures de sécurité du système d'information, l’administration réseau, gestion d'office 365 et 
Azure AD, l'administration systèmes Microsoft, expertise PowerShell, AD et bien sur la télé-
phonie. Et le pôle application qui gère les applications de finances et les différents applica-
tions internes. Je travaille au quotidien avec tous ces personnes. Le pôle Ingénierie et Sé-
curité travaillent de façon étroite (les réunions sont conjointes). 
 

4 Missions réalisées en organisation : 
 

 

 

 
 
 
 
Ci-dessous, j’explique 4 missions que j’effectue au quotidien. Ces différentes taches de-
mandent un suivi régulier. 
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4.1 Missions 1 : La surveillance et l’exploitation des infrastructures du système d’informa-
tion de la Région 

 
La surveillance de notre infrastructure informatique est assurée à l’aide de l’outil Centreon. 
Cet outil nous permet de superviser l’ensemble des équipements du réseau, tels que les 
switchs, routeurs, onduleurs, ainsi que les serveurs physiques, les machines virtuelles (VM), 
certaines applications et des URLs critiques. 
 
L’un des principaux avantages de Centreon est la centralisation des informations sur une 
seule interface, ce qui nous permet d’avoir une vue d’ensemble claire et en temps réel de 
l’état de notre système d’information. 
 
Nous avons également mis en place un système d’alertes personnalisées en fonction de 
certains seuils critiques. Par exemple, une alerte est générée si un disque dur approche de 
sa capacité maximale, si la RAM est fortement sollicitée sur une période prolongée, ou en-
core en cas de perte de connectivité (ping), de désynchronisation NTP, etc. Ces alertes nous 
permettent d’être proactifs et d’intervenir rapidement avant que des incidents n’impactent 
les utilisateurs. 
 
 

 

Figure 4 : Centreon outil de supervision 

 

4.2 Missions 2 : L’installation et la gestion des serveurs applicatifs physiques et virtuels 
 

Je suis en charge de l’installation et de la gestion des serveurs applicatifs, qu’ils soient phy-
siques ou virtuels sous Windows ou Linux. Cela comprend notamment le déploiement, la 
configuration et le maintien des serveurs nécessaires au bon fonctionnement des applica-
tions métiers. 
 
Selon les besoins, certaines applications ou services peuvent devoir être déployés afin 
d'assurer le bon fonctionnement de l'application qui sera exécutée sur la machine virtuelle. 
 
Je m’occupe également de la gestion des machines virtuelles (VM), depuis leur création 
jusqu’à leur supervision, en passant par l’attribution des ressources (CPU, RAM, stockage) 
sur nos hyperviseurs.  
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Voir l’annexe 1 pour la documentation que j’ai faite pour l’installation d’une VM Windows qui 
avait besoin d’être accessible par le WALLIX Bastion. 
 

 

Figure 5: SCVMM (System Center Virtual Machine Manager) est utilisé pour gérer les machines 

virtuelles au sein des différents clusters. 

 

4.3 Missions 3 : L’intégration et la maintenance des équipements de réseau 
 
Dans le cadre de l’intégration de nouveaux serveurs, j’ai été amené à réaliser le brassage 
réseau nécessaire à leur mise en service, ainsi que la configuration des switchs associés, 
aussi bien pour le réseau LAN (Local Area Network) que pour la DMZ (zone démilitarisée). 
  
J’ai notamment participé à la configuration des ports, à l’attribution des VLANs, et à la véri-
fication de la connectivité réseau via des tests. Ce travail s’est fait en collaboration avec 
l’équipe sécurité opérationnelle, en suivant les normes internes de câblage et de sécurité. 
  
À Laval, j’ai eu l’opportunité de contribuer à la mise en place du réseau dans l’un des nou-
veaux bâtiments. Cela a impliqué le brassage physique d’une partie du bâtiment, c’est-à-
dire le raccordement des différentes prises RJ45 vers les baies de brassage et leur confor-
mité au schéma réseau prévu. 
 
Viennent ensuite les petits problèmes du quotidien, comme l’installation de nouveaux pilotes 
pour les cartes Wi-Fi afin de résoudre des problèmes de déconnexion lors des tests. Il y a 
aussi des interventions, comme le brassage de prises pour améliorer la gestion des con-
nexions, ou encore le tri dans les baies réseau pour réorganiser les connexions sur les 
switchs et libérer de la place. 
 
Ces interventions m'ont permis d’approfondir mes compétences pratiques en infrastructure 
réseau, notamment sur les aspects de câblage structuré (voir annexe 2), configuration de 
switchs, segmentation réseau (via VLAN) et la gestion de la connectivité des équipements 
actifs. 
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4.4 Missions 4 : La résolution de tickets d’incidents 
 
Comme logiciel de ticketing, à la Région nous utilisons ISILOG, un logiciel de gestion de 

maintenance assistée par ordinateur (GMAO) qui nous permet d’optimiser l’ensemble de 

nos opérations de maintenance. 

  
Le logiciel offre un suivi rigoureux de chaque intervention réalisée, en enregistrant les ac-
tions effectuées, les pièces consommées ainsi que les coûts associés. Cette traçabilité com-
plète nous permet de disposer d’un historique précis, facilitant l’analyse des performances 
et la mise en place d’améliorations ciblées. 
  
Par ailleurs, ISILOG nous permet de gérer de manière centralisée notre parc matériel ainsi 
que les stocks, assurant ainsi une disponibilité optimale des ressources nécessaires à la 
maintenance. 
 
A la Région, il y a un service support qui est chargé de gérer l’ensemble des incidents de 

premier niveau. Lorsqu’ils rencontrent des problèmes qu’ils ne peuvent pas résoudre, ou 

lorsqu’ils ne disposent pas des droits nécessaires pour intervenir, ils transmettent les tickets 

au SSI. Nous prenons alors le relais pour traiter ces demandes plus complexes ou néces-

sitant des accès spécifiques.  

 

Parmi les tickets que je traite au quotidien, on retrouve par exemple le déblocage de compte 

utilisateur sur le VPN ainsi que d’e-mails retenus par notre pare-feu de messagerie, la ges-

tion des accès aux répertoires partagés, ou encore les demandes d’accès à certains ser-

veurs. Je suis également amené à intervenir sur des problèmes de performance, comme 

des lenteurs constatées sur un serveur : dans ce cas, je réalise différents tests et vérifica-

tions afin d’identifier l’origine du dysfonctionnement et proposer des solutions adaptées. 

 

Cela peut également concerner une demande de brassage/réseau. Par exemple, un réfri-

gérateur connecté était initialement en Wi-Fi et rencontrait des problèmes de déconnexion. 

Je l’ai donc raccordé en filaire afin d’assurer une connexion plus stable. 

 

 

Figure 6 : Logiciel de ticketing ISILOG 
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5 Projet Personnalisé Encadré n°1 : Migration des LUN ISCSI vers VHDX 
 

5.1 Contexte du Projet :  
 
Dans le cadre de la modernisation de l’infrastructure virtuelle et de la préparation à l’arrivée 
des nouveaux serveurs Hyper-V 2025, il a été décidé d’unifier l’architecture de stockage des 
machines virtuelles (VM) existantes. 
 
Actuellement, certains serveurs utilisent un disque système (C:) au format VHDX, stocké 
sur un volume réseau (Microsoft Cluster Storage Volume) hébergé sur une baie NetApp en 
MetroCluster (une configuration qui protège les données grâce à deux clusters en miroir 
situés sur des sites distincts). 
En revanche, leurs disques de données (E:, F:, G:, etc.) ne sont pas au format VHDX : ils 
sont directement connectés sous forme de LUN iSCSI, chaque disque étant associé à un 
volume dédié portant le nom du serveur sur la baie NetApp. 
 
Afin d’assurer une meilleure homogénéité, de simplifier la gestion et de garantir une com-
patibilité totale avec les futurs hôtes Hyper-V, l’ensemble de ces disques doit être converti 
au format VHDX et hébergé sur des volumes réseau accessibles depuis tous les hôtes Hy-
per-V. 
Cette approche permettra également de supprimer les multiples LUN iSCSI créées indivi-
duellement pour chaque disque de données, rendant la gestion des volumes sur la baie 
NetApp bien plus simple et centralisée. 
 

 

Figure 7 : Voici un schéma permettant d’illustrer clairement la différence entre la situation “avant” 

et “après”. 
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Le format VHDX est un fichier qui représente un disque dur virtuel. Il contient le système 
d’exploitation, les partitions et les données, et il est utilisé principalement avec l’hyperviseur 
Hyper-V. 
 
Une LUN iSCSI (Logical Unit Number via iSCSI) est un disque virtuel présenté à un serveur 
à travers le protocole iSCSI. Elle est hébergée sur une baie de stockage NetApp et apparaît 
pour le serveur comme un disque physique local, alors qu’il est en réalité distant. 
 
À l’inverse, l’iSCSI est un protocole qui permet d’accéder à un disque situé sur une baie de 
stockage distante via le réseau, comme s’il était directement connecté physiquement au 
serveur. 
 

 

Figure 8 : Schéma simplifié du réseau et du matériel utilisés pour le projet après la migration. 

 
Il est important de préciser que le switch Brocade utilisé est un switch Fibre Channel dédié. 
Les hyperviseurs sont connectés à la baie NetApp via des liens Fibre Channel 16 Gbit/s, et 
non via un réseau IP classique. Ce choix assure des performances élevées, une latence 
minimale et une meilleure fiabilité. Dans cette architecture, la connexion entre le serveur 
Veeam et la solution de stockage sur bande est également réalisée en Fibre Channel.  
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5.2 Organisation et contraintes : 
 
Cette opération nécessite l’arrêt temporaire des services applicatifs hébergés sur les ser-
veurs concernés. Chaque coupure a donc dû être planifiée en concertation avec les respon-
sables applicatifs, puis communiquée via un avis d’intervention envoyé aux utilisateurs par 
mail. 

 

Figure 9 : Exemple de mail envoyez pour prévenir les utilisateurs. 

 
Une fois les validations obtenues, les opérations ont été planifiées et réalisées sur une pé-
riode allant du 16 avril 2025 au 28 avril 2025. 
 
De plus, certains serveurs possèdent des disques de plus de 2 To, ce qui peut rendre l'opé-
ration longue, environ six heures. 
C’est une opération délicate et il a fallu rester très attentifs tout le long de ce projet surtout 
pendant les migrations. 
 
Dans un premier temps, j’ai constitué un fichier Excel pour centraliser les différentes don-
nées : quels serveurs sont concernés, qui utilise chaque serveur, quelles applications y 
fonctionnent. Ensuite, j’ai identifié quels disques étaient à migrer. 
 
Une fois toutes les informations recueillies, j’ai pu débuter la planification des différents cré-
neaux d’intervention. Pour cela, j’ai structuré l’avancement sous forme de projet dans un 
fichier Excel, présenté au format diagramme de Gantt.  
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Figure 10 : Gantt 

 
Pour réaliser cette opération, plusieurs étapes sont nécessaires. Elle commence par la sau-
vegarde du serveur via Veeam, puis l’extraction du ou des disques au format VHDX depuis 
le serveur de sauvegarde. Une fois ces disques récupérés, ils sont ajoutés dans la console 
SCVMM. Enfin, il est indispensable de redémarrer les différents services en fonction des 
rôles et des applications présents sur le serveur afin de rétablir son fonctionnement normal. 
 
Voici le déroulement de la procédure de migration. Elle sera identique pour l’ensemble des 
serveurs, à l’exception de quelques ajustements selon les services en cours d’exécution et 
le nombre de disques connectés en iSCSI. 
 

  



 

19 / 65 

5.3 Procédure réalisée pour le serveur SRV-NET-SUP-04. 
 

5.3.1 Contrôle et mise à l’arrêt des services 
 
D’abord, connexion sur le serveur de sauvegarde Veeam : 
Si dans la colonne Backup Agent, il est noté « Reboot required », alors il faut redémarrer le 
serveur en question, c’est que l’agent Veeam n’ai pas totalement installé. Puis faire un 
« Rescan » dans Veeam pour vérifier que l’installation c’est bien effectuée. 
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Connexion au serveur que l’on vient de redémarrer, pour arrêter les services de l’application 
qui sont en cours d’exécution sur le serveur. Ouvrir le gestionnaire de serveur et se diriger 
dans Services. 
 

 
 
Par exemples sur cette machine il faut arrêter « CYGWIN sshd » et les différents services 
Oracle. Pour d’autres serveurs, ce sont les services SQL ; cela dépend de l'utilisation du 
serveur et de l’application. 
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5.3.2 Sauvegarde du serveur avec Veeam / Exportation du disque : 
 
Sur le serveur, effectuez un clic droit puis sélectionnez Quick Backup afin de lancer une 
sauvegarde instantanée. Avant cela, j’ai arrêté les services en cours d'exécution sur le ser-
veur afin de garantir une sauvegarde la plus propre et fiable possible. 
  
Dans Veeam Backup & Réplication, Quick Backup est une fonctionnalité qui permet de lan-
cer rapidement une sauvegarde incrémentielle d'une machine virtuelle (VM) ou d'un objet 
sans devoir refaire une session complète de sauvegarde. 
Cela s'appuie sur le dernier point de sauvegarde existant pour n'enregistrer que les chan-
gements récents. 
 
 
 

 

Figure 11 : Quick backup 
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Figure 12 : Vu de l’avancement de la sauvegarde. 

Une fois la sauvegarde finie, il faut extraire une copie du disque qui est en Iscsi. 
 
Ci-dessous j’explique les différentes actions à mener : 
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Ensuite effectuer : Restore > Agent 
 

 
 

   
 

Choisir le dernier backup : celui qui vient d’être fait et pas la copie.  
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Choisir le ou les disque(s) qui est en Iscsi concerné, cela dépend des serveurs et de com-
bien de disque y sont. 

 

   
 
 

Mettre directement le chemin vers l’emplacement du serveur où est stocké le disque C du 
serveur, en ayant auparavant vérifier sur quel volume se situe le stockage de la VM, ensuite 
choisir le format VHDX. 
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Ci-dessous : capture indiquant que l’export s’est bien déroulé (toutes les coches sont 
vertes) : 
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5.3.3 Désactiver le volume 
 
Une baie NetApp regroupe des disques en agrégats RAID pour créer des volumes lo-
giques qui servent de base au stockage. Ces volumes peuvent ensuite être partagés via 
différents protocoles comme NFS, SMB, iSCSI ou Fibre Channel. 
 
Ensuite connexion à la baie NetApp pour désactiver le volume. 
Soit sur la baie en B135 ou en D009, en fonction de celle sur laquelle le volume se situe. 
 

 
 

 



 

27 / 65 

5.3.4 Mise en production 
 

Ensuite, arrêtez le serveur, puis accédez à la console SCVMM et ouvrez les propriétés du 
serveur. 
 
SCVMM signifie System Center Virtual Machine Manager. C’est une console de gestion 
développée par Microsoft, intégrée à la suite Microsoft System Center. Elle permet aux ad-
ministrateurs informatiques de gérer, déployer et surveiller des environnements de virtuali-
sation, basés sur Hyper-V. 
 
Supprimez la carte réseau n°2, qui permettait d’établir un lien direct avec la baie NetApp. 
Veillez à conserver la carte réseau n°1 afin que la machine maintienne son accès au ré-
seau. 
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Ajoutez le disque à la machine virtuelle en sélectionnant celui récupéré à l’emplacement 
précédemment copié via le logiciel Veeam. Redémarrez ensuite la machine. Les services 
arrêtés précédemment se relancent automatiquement, mais il est important de vérifier qu’ils 
ont bien redémarré. 
 

 
 

 
Connexion au serveur, dans le gestionnaire de disques, mettez le nouveau disque en ligne 
et vérifiez qu’il est bien accessible. 
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Désinstallez ensuite SnapDrive, NetApp ainsi que les agents Veeam présents sur le serveur, 
car la machine sera désormais sauvegardée directement par l’hyperviseur. 

 
Ajouter le tag de sauvegarde dans la console SCVMM. 

 
 

Salle D009_VSS-Disabled ou Salle B135_VSS-Disabled c’est pour la répartition de charge 
entre les deux bâtiments. L’outil Veeam s’appuie sur cette configuration pour effectuer la 
répartition des sauvegardes. 
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Dans Veeam sur l’explorateur de fichier suppression du serveur dans le fichier Serveurs 
Windows ISCSI pour qu’il ne soit plus sauvegardé de cette façon, maintenant il sera sauve-
gardé avec le Tag dans la Légende. 
 

 
 

Le lendemain de la migration (pour mémoire les sauvegardes s’effectuent le soir), vérifier 
dans Veeam que le serveur a bien été sauvegardé avec le tag. 
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Dans l’outil des sauvegardes, on peut générer un rapport pour voir comment elles se sont 
déroulées. Une fois le rapport généré, utiliser « CTRL + F » pour effectuer une recherche. 
Entrer le nom du serveur SRV-NET-SUP-04. 

 

 
 

Ici, on peut voir que la sauvegarde s’est effectuée correctement. 
 

5.4 Conclusion du projet : 
 
Dans ce projet, j’ai cherché à développer différentes compétences : 

- Gérer le patrimoine informatique 
- Répondre aux incidents et aux demandes d’assistance et d’évolution 
- Travailler en mode projet 
- Mettre à disposition des utilisateurs un service informatique 

 
La migration des disques serveurs vers le format VHDX et leur centralisation sur les volumes 
réseau a été menée à bien pour l’ensemble des serveurs concernés. Grâce à une planifica-
tion rigoureuse, à la coordination avec les équipes applicatives et à la mise en œuvre d’une 
procédure standardisée, chaque intervention a pu être effectuée dans les créneaux définis, 
avec un impact maîtrisé sur la production.  
 
Cela a également permis de supprimer un job dans Veeam, puisque toutes les données 
seront sauvegardées par le même job. 
 
Je n’ai rencontré aucune difficulté sur ce projet, mis à part pour obtenir des rendez-vous 
avec les chefs de projet en raison de leur planning chargé et de l’arrêt de l’application. 
 
Toutes les opérations se sont déroulées avec succès : les sauvegardes Veeam ont été vé-
rifiées en amont, les LUN iSCSI ont été convertis et réintégrés dans l’infrastructure Hyper-
V via SCVMM, puis les services applicatifs ont été redémarrés et validés. Aucun incident 
n’a été constaté et aucune perte de données n’a été relevée.  
 
Ce projet permet désormais de disposer d’une architecture unifiée, plus fiable et compatible 
avec l’arrivée des nouveaux serveurs Hyper-V 2025. Il constitue une étape importante dans 
la modernisation de l’infrastructure virtuelle et renforce la maintenabilité ainsi que la rési-
lience du système d’information. 
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6 Projet Personnalisé Encadré n°2 : Installation d’un Serveur SFTP sous 
Oracle Linux 9.5 

 

6.1 Contexte du Projet :  
 
Suite à une demande de mise en production (MEP) un serveur dédié doit être mis en place 
afin de permettre des échanges de fichiers sécurisés. 
Ce serveur sera déployé dans l’environnement virtuel existant basé sur Hyper-V et sera 
équipé d’une carte réseau positionnée en DMZ (zone démilitarisée), afin d’isoler et sécuriser 
les flux entrants et sortants. 
 
Le serveur fonctionnera sous Oracle Linux 9.5, version choisie pour sa stabilité, son support 
à long terme et sa compatibilité avec les exigences de sécurité de l’organisation. 
Le rôle principal de ce serveur sera d’héberger un service SFTP sécurisé (port 22) permet-
tant à la plateforme PDI de se connecter et de déposer des fichiers au format JSON dans 
un répertoire. 
 
Les fichiers déposés dans ce dossier seront récupérés via SFTP à l’aide du compte utilisa-
teur SOWESIGN, configuré avec des droits d’accès strictement limités au répertoire de tra-
vail prévu. 
 
Nous avons choisi de mettre en place un serveur SFTP plutôt qu’une solution FTPS, car 
cette dernière était plus complexe à configurer et moins adaptée à nos besoins. 
 

6.2 Organisation et contraintes : 
 
Infrastructure : 
 

- Hyperviseur : Hyper-V (environnement existant). 
 

- VM dédiée avec carte réseau en DMZ. 
 

- Système d’exploitation : Oracle Linux 9.5. 
 
Comptes et accès : 
 

- Compte SFTP dédié. 
 

- Accès autorisé uniquement depuis l’adresse IP de PDI. 
 

- Accès limité au dossier /data. 
 
Protocoles et ports : 
 

- SFTP via SSH sur le port 22 et un accès en interne. 
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Ci-dessous le planning de déroulement de ce projet. 
 

 

Figure 13 : Gantt 

 

Figure 14 : Schéma simplifié du réseau pour le projet. 
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6.3 Création de la VM sur l’hyperviseur : 
 
Dans un premier temps, je procède à la création de la machine virtuelle (VM) sur l’hypervi-
seur. 
Pour cela, je me connecte à la console Virtual Machine Manager (VMM), qui permet d’ad-
ministrer l’ensemble des VM hébergées sur les différents clusters Hyper-V. 
 
Depuis cette console, je lance l’assistant de création d’une nouvelle VM. Les premières 
étapes consistent à renseigner les paramètres de base : 
 

- Nom de la VM 
 

- Description 
 

- Système d’exploitation invité (type et version) 
 

 
 
Vient ensuite la configuration technique, où je définis les ressources en fonction des be-
soins exprimés dans la MEP (Mise en Production) : 
 

- Nombre de processeurs virtuels (vCPU) 
- Quantité de mémoire RAM 
- Taille et type du disque dur virtuel (VHDX) 
- Version de l’OS à installer 
- Configuration de la ou des cartes réseau (DMZ) 
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Ensuite, je sélectionne l’hyperviseur hôte sur lequel sera déployée la VM, en privilégiant 
celui qui dispose du moins de charge (répartition équilibrée des VM). 
 

 
 
Enfin, je définis le stockage de la VM en choisissant le datastore disposant du plus d’es-
pace disponible, afin d’assurer la redondance et la répartition de la charge. 
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6.4 Installation du système d’exploitation 
 
Une fois la VM créée, je procède au démarrage et à l’installation de l’OS via la console de 
la VM. 
Dans ce cas, il s’agit d’une installation classique d’Oracle Linux 9.5. 
 
Lors de la sélection des logiciels, je choisis le rôle Serveur minimal, car une interface gra-
phique n’est pas nécessaire. 
 

 
 
Je configure le partitionnement du disque, en créant notamment une partition /DATA d’une 
taille de 1017,53 Go, comme demandé. 
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Je configure la carte réseau en attribuant une adresse IP statique issue du plan d’adres-
sage (dans la plage DMZ_Publique), en veillant à utiliser une adresse libre. 
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Je teste ensuite la connectivité réseau pour vérifier que la VM communique correctement 
et que l’adresse attribuée est bien fonctionnelle. 
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Je n’oublie pas de lui mettre un nom. 
 
Sécurité et finalisation : 
 

• Choix du profil de sécurité :  
Je sélectionne le profil de sécurité ANSSI-BP-028 afin d’appliquer les recommanda-
tions. 

 

• Je définis le mot de passe root conformément aux règles de sécurité en vigueur 
(complexité, longueur, expiration, etc.). 
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Configuration du MDP root et autorisation de la connections SSH le temps du déploie-
ment : 
 

 
 
Une fois tous ces paramètres saisis, je peux lancer l'installation. 
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6.5 DNS 
 
Enfin, j’ajoute l’enregistrement DNS correspondant à la nouvelle VM, afin qu’elle soit cor-
rectement résolue sur le réseau. 
 

 
 

6.6 Paramétrage de la VM : 
 
Connexion en SSH a la machine pour pouvoir faire des copier-coller et pour être plus effi-
cace. 
 

6.6.1 Configuration SNMP : 
 
Pour que l’on puise superviser la VM depuis Centreon il faut configurer le SNMP (Simple 
Network Management Protocol) avec ces différentes commandes : 
 
yum install net-snmp-utils.x86_64 net-snmp.x86_64   # Installe SNMP et ses outils. 
systemctl enable snmpd.service    # Active le service SNMP au démarrage. 
systemctl start snmpd.service    # Démarre le service SNMP. 
vi /etc/snmp/snmpd.conf     # Ouvre le fichier de configuration SNMP 
pour modification. 
 
Entrez la configuration requise. (Je ne peux pas la montrer pour des raisons de sécurité.) 
 

6.6.2 Désinstallation de Firewalld : 
 
On désinstalle le firewalld car nous préférons utiliser IPTABLES.  
 
systemctl stop firewalld  # Stoppe le pare-feu. 
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systemctl disable firewalld  # Désactive le démarrage auto du pare-feu. 
systemctl mask --now firewalld # Bloque totalement le pare-feu et l’arrête. 
 
Voici pourquoi on utilise Iptables, il offre un contrôle très fin sur la configuration du pare-feu, 
permettant d’ajuster chaque règle exactement comme on le souhaite. Cette précision le 
rend particulièrement adapté aux configurations complexes. Son fonctionnement reste en-
tièrement prédictible, puisque les règles sont exécutées dans un ordre strict et linéaire, ce 
qui facilite la compréhension pour les administrateurs habitués à ce modèle. Comme il ne 
repose sur aucune couche d’abstraction, iptables donne une maîtrise directe du filtrage ré-
seau. 
 

6.6.3 Installation de IPTABLES : 
 
yum install iptables-services  # Installe le service iptables. 
systemctl start iptables   # Démarre iptables. 
systemctl enable iptables   # Active iptables au démarrage. 
systemctl status iptables   # Affiche l’état d’iptables. 
 
 

6.6.4 Configuration de IPTABLES : 
 
mkdir /home/root   # Crée le répertoire /home/root. 
 
Copie du script de configuration du firewall (créer auparavant avec des règles spéciales 
pour cette VM) dans /home/root : fw-dmz-srv-net-ftp-04.sh 
Pour exécuter le script (la configuration a été masquée pour des raisons de confidentialités): 
 
sh ./fw-dmz-srv-net-ftp-04.sh  
 
 
Pour voir les logs iptables : vi /etc/sysconfig/iptables 
 
service iptables save  # Sauvegarde les règles iptables actuelles. 
service iptables restart  # Redémarre le service iptables. 
iptables -nvL --line-numbers  # Affiche les règles iptables avec détails et numéros de 
ligne. 
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6.6.5 Mise à jour : 
 
dnf update -y  # Met à jour tous les paquets sans demander de confirmation. 
dnf upgrade -y  # Met à niveau tous les paquets installés sans demander de confirma-
tion. 
 

6.6.6 Déploiement de l’antivirus avec Ansible : 
 
Ansible est un outil open source qui sert à automatiser la gestion des serveurs et l’installa-
tion de logiciels. Il ne nécessite pas d’agent sur les machines : il se connecte simplement 
via SSH. Les actions à réaliser sont décrites dans des fichiers lisibles appelés playbooks 
(en YAML). 
 
Grâce à son fonctionnement fiable et répétable, Ansible permet de déployer rapidement des 
applications, configurer plusieurs serveurs en même temps et éviter les erreurs humaines. 
C’est un outil simple, efficace et très utilisé pour automatiser l’infrastructure informatique. 
 
Se connecter sur le serveur Ansible avec le compte root. 
 
Editer le fichier : 
vi /etc/ansible/inventory.ini 
 
Le fichier inventory.ini sert à indiquer à Ansible sur quelles machines exécuter ses tâches. 
 
Et ajouter la section : 
 
[S-ONE-FTP] 
SRV-NET-FTP-04 
 
Ensuite éditer : 
vi /etc/ansible/playbooks/deploy_sentinelone_agent.yaml  

 
Modifier hosts en : S-ONE-FTP 
 
C’est le script qui permet de déployer l’antivirus. 
 
Déployer la clé SSH de la vm ansible vers la vm cible : 
ssh-copy-id SRV-NET-FTP-04 
 
Faire le déploiement de l’antivirus : 
 
cd /etc/ansible 
 
ansible S-ONE-FTP -m ping -i inventory.ini  # Teste la connexion Ansible avec le 
groupe d’hôtes S-ONE-FTP défini dans inventory.ini. 
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Installation du playbook : 
 
cd /etc/ansible/playbooks   # Va dans le dossier contenant les playbooks Ansible. 
ansible-playbook deploy_sentinelone_agent.yaml  # Exécute le deploy_sentine-
lone_agent.yaml. 
 
Et l’antivirus est déployé. 
 
Sur la console de l’antivirus déplacer la VM dans le bon groupe (SRV-DMZ) 
Et ajouter le TAG « MAJ_PROD_LINUX_1 », cela permet de les repérer lors des mises à 
jour. 

 
 

6.6.7 Déploiement de la page d’accueil : 
 
cd /etc/ansible/playbooks   # Va dans le dossier contenant les playbooks d’Ansible. 
 
vi copy_BANNER_Shell.yaml  # Edit le fichier  
modifier la ligne : 
hosts : S-ONE-FTP 
 
ansible-playbook copy_BANNER_Shell.yaml  # Exécute le ansible-playbook copy_BAN-
NER_Shell.yaml. 
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Cette page d’accueil permet d’obtenir directement des informations essentielles sur la ma-
chine. 
 

6.7 Configuration de la sauvegarde Veeam : 
 
Mise à jour du champ Légende : Salle B135_VSS-Disabled 
On rajoute ce champ dans la légende pour que Veeam répartisse la charge entre les 
proxys Veeam pour la sauvegarde entre les deux salles. 
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6.8 Configuration SFTP : 
 
Créer un utilisateur pour SFTP : 
 
useradd -m sowesign  # Crée un utilisateur sowesign avec un répertoire personnel. 
passwd sowesign   # Définit ou modifie le mot de passe de l’utilisateur sowesign. 
 
Configurer SSH pour SFTP et le répertoire /data : 
 
Nous allons maintenant configurer le serveur SSH pour qu'il utilise le répertoire /data comme 
emplacement des fichiers pour le serveur SFTP et restreindre l'accès uniquement à SFTP 
(en interdisant l'accès SSH classique). 
 
Modifier la configuration de SSH (/etc/ssh/sshd_config) : 
Ouvrire le fichier de configuration SSH avec un éditeur de texte : 
 
vi /etc/ssh/sshd_config  # Ouvre le fichier de configuration du serveur SSH pour édi-
tion. 
 
Restreindre l'utilisateur sowesign à un répertoire spécifique et uniquement SFTP avec c’est 
différente commande : 
 
Match User sowesign  # Applique les règles suivantes uniquement à l’utilisateur sowe-
sign. 
ChrootDirectory /data  # Restreint l’utilisateur à l’arborescence /data. 
ForceCommand internal-sftp  # Force l’usage uniquement du service SFTP (pas de 
shell). 
AllowTcpForwarding no  # Désactive le transfert TCP pour cet utilisateur. 
 
 
Configurer les répertoires et les permissions : 
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Maintenant, que le répertoire /data existe et que les permissions sont correctement défi-
nies. 
 
mkdir -p /data/sowesign  # Crée le dossier /data/sowesign 
 
Définir les bonnes permissions : 
 
S’assurer que le répertoire /data possède les bonnes permissions pour permettre à l’utilisa-
teur sowesign d’y accéder de manière sécurisée. Le répertoire parent /data doit appartenir 
à root, tandis que le répertoire de l’utilisateur doit appartenir à l’utilisateur lui-même. 
 
Répertoire parent /data doit être possédé par root : 
 
chown root:root /data  # Définit root comme propriétaire et groupe de /data. 
chmod 755 /data  # Donne les droits lecture/execute à tous et écriture au propriétaire sur 
/data. 
 
Répertoire utilisateur /data/sowesign doit être possédé par sowesign : 
 
chown sowesign:sowesign /data/sowesign # Attribue la propriété de /data/sowesign à 
l’utilisateur et groupe sowesign. 
chmod 700 /data/sowesign # Donne tous les droits au propriétaire sowesign unique-
ment. 
 
Redémarrage du service SSH pour que les modifications prennent effet : 
 
systemctl restart sshd 
 
Tester la connexion SFTP : 
Essayez maintenant de vous connecter au serveur SFTP en utilisant un client SFTP. 
 
sftp sowesign@0.0.0.0 
 

6.9 Supprimer l'accès en SSH au compte root : 
 
Bloquer l’accès root en SSH/SFTP limite les risques d’intrusion et protège le serveur en 
forçant l’utilisation de comptes utilisateurs sécurisés avant toute administration. 
 
Création d’un compte exploitation pour pouvoir se connecter en ssh : 
 
Avec c’est commande : 
useradd exploitation # Crée l’utilisateur exploitation. 
passwd exploitation  # Définit ou change le mot de passe de exploitation. 
 
Se placer dans le répertoire /etc/ssh/sshd_config.d/ puis éditer le fichier 01-permitrootlo-
gin.conf avec la commande vi et remplacer PermitRootLogin yes par PermitRootLogin no.

 

mailto:sowesign@192.168.150.9
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Ensuite éditer le fichier /etc/ssh/sshd_config avec la commande vi et remplacer Permi-
tRootLogin prohibit-password par PermitRootLogin no 
 

 
 
Redémarrer le service sshd avec la commande : systemctl restart sshd.service 
 
Je vérifie ensuite si root a des clés SSH valides : 
 
ls -l /root/.ssh/authorized_keys 
 
Si ce fichier existe et contient une clé publique, alors root peut toujours se connecter. Pour 
bloquer cela, supprimez le fichier avec cette commande : 
 
rm -f /root/.ssh/authorized_keys 
 

6.10 Configuration du Firewall : 
 
Configuration d’une adresse IP virtuelle récupérée dans notre plage d’adresses : 
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Ensuite configuration des règles : 
 

 
 
Je configure une règle de pare-feu du LAN vers la DMZ pour autoriser les connexions SSH 
et ICMP depuis les réseaux internes. L’accès au service SFTP est également autorisé de-
puis le LAN via le port TCP 29900. De plus, le serveur Ansible est autorisé à communiquer 
avec le serveur pour l’orchestration et la gestion automatisée. 
Pour le WAN vers la DMZ, je crée une règle permettant uniquement l’accès depuis l’adresse 
IP publique du serveur, renforçant ainsi la sécurité en limitant l’exposition externe. 
 

6.11 Configuration DNS extérieur : 
 
Cloudflare est une entreprise américaine qui propose des services liés à la sécurité, à la 
performance et à la fiabilité des sites web et des applications en ligne. L’un de ses services 
les plus connus est le DNS public, qui permet de gérer les enregistrements DNS (Domain 
Name System) de votre domaine. 
 
Sur Cloudflare voici la configuration DNS extérieur qu’il faut mettre en place : 
 

 
 
Créer une entrée DNS avec l'adresse IP et le nom, il n’y a pas plus de configuration. 
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6.12 Paramétrage de la supervision dans Centreon 
 
Une fois sur l’outil de supervision, je me dirige dans l’onglet Configuration > Hôtes > Hôtes. 
Je recherche ensuite un serveur FTP pour pouvoir dupliquer ça configuration. Et je modifie 
avec mes besoins :  
 

 
 
Et pour finir j’enregistre la configuration et je l’exporte vers les deux serveurs Centreon.  
 
Explication du fonctionnement de la supervision avec le SNMPV3 : La supervision d’un ser-
veur Linux avec Centreon en SNMPv3 repose sur une communication sécurisée entre 
Centreon et l’agent SNMP du serveur (SNMPD). Centreon envoie des requêtes SNMPv3 
contenant un utilisateur, un mot de passe d’authentification et un mot de passe de chiffre-
ment. Le serveur Linux vérifie ces informations, puis renvoie les données système (CPU, 
mémoire, disque, réseau). Centreon interprète ensuite ces valeurs et les affiche dans l’in-
terface sous forme d’alertes et de graphiques. 
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6.13 Conclusion : 
 
Dans ce projet, j’ai cherché à développer différentes compétences : 

- Gérer le patrimoine informatique 
- Répondre aux incidents et aux demandes d’assistance et d’évolution 
- Travailler en mode projet 
- Mettre à disposition des utilisateurs un service informatique 

 
 
La mise en place de ce serveur dédié répond efficacement aux besoins de la mise en pro-
duction en offrant une solution sécurisée pour les échanges de fichiers. Intégré dans l’in-
frastructure virtuelle existante sous Hyper-V et positionné en DMZ, il garantit une isolation 
optimale des flux réseaux tout en respectant les exigences de sécurité de l’organisation. 
 
Grâce à l’utilisation d’Oracle Linux 9.5, le serveur bénéficie d’un environnement stable, fiable 
et adapté aux contraintes de production. Le service SFTP, configuré spécifiquement pour le 
compte sowesign avec des droits strictement limités, assure un transfert de fichiers sécurisé. 
 
Je n’ai rencontré aucune difficulté sur ce projet. J’ai également sensibilisé les collaborateurs 
afin qu’ils évitent de déposer n’importe quel fichier sur le serveur et qu’ils ne diffusent pas 
le mot de passe. 
 
Ce projet permet ainsi d’assurer des échanges de données contrôlés, protégés et con-
formes aux bonnes pratiques. 
 
Les améliorations qui pourraient être fait par la suite la mise en place de l’authentification 
par clés SSH, l’utilisateur possède une clé privée, tandis que le serveur stocke la clé pu-
blique correspondante. Lors de la connexion, le serveur vérifie que les deux clés s’associent 
correctement, ce qui permet d’accéder sans utiliser de mot de passe.  
 
Ce système est beaucoup plus sécurisé qu’un mot de passe classique : il est quasiment 
impossible à brute-forcer, seules les personnes disposant de la clé privée peuvent se con-
necter. 
 
 

7 Portfolio / Site entreprise 
 
Pour illustrer mon parcours et présenter mes réalisations, j’ai conçu un portfolio en ligne, 
accessible à l’adresse suivante : https://corentin.chauvel.formation-esiac.fr/ 
 
La conception de ce portfolio m’a permis d’organiser mon développement professionnel en 
mettant en valeur les compétences que j’ai acquises ainsi que les expériences réalisées au 
sein de l’entreprise. J’ai également pu développer la présence en ligne de l’organisation en 
créant le site web de notre entreprise pédagogique. Voici le lien : http://ntxsystem.fr/ 
 
Sur le site web on trouve aussi le lien des portfolios de mes collèges avec qui j’ai confec-
tionné ce site. 

  

https://corentin.chauvel.formation-esiac.fr/
http://ntxsystem.fr/
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8 Conclusion générale 
 
Cette période d’alternance m’a offert une expérience particulièrement enrichissante, tant sur 
le plan professionnel que personnel. En intégrant le service informatique, j’ai pu découvrir 
le fonctionnement concret d’une infrastructure système et réseau au sein d’un environne-
ment professionnel exigeant. J’ai eu l’occasion de participer activement à diverses missions 
telles que la surveillance et l’exploitation des infrastructures, l’installation et la gestion de 
serveurs physiques et virtuels, l’intégration et la maintenance d’équipements réseau, ainsi 
que la résolution de tickets d’incidents. 
 
Ces activités parmi d’autres m’ont permis de consolider mes compétences techniques, d’ap-
profondir mes connaissances en administration système et réseau, et de me familiariser 
avec des outils et technologies récents. Au-delà des aspects purement techniques, cette 
expérience m’a également permis de développer mon autonomie, mon sens des responsa-
bilités. 
 
Fort de cette expérience, je souhaite poursuivre mes études au sein de l’ENI avec un BAC+4 
Administrateur Système et Réseau, afin de continuer à développer mes compétences dans 
le domaine de l’administration des systèmes, des réseaux et de la cybersécurité. 
 
En somme, cette alternance a constitué une étape déterminante dans mon parcours. Elle 
m’a permis de gagner en autonomie, en confiance et en expertise, tout en confirmant ma 
volonté d’évoluer dans le secteur des technologies de l’information. 
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9 ANNEXES 
9.1 Annexe 1 : Procédure d’Installation d’une VM Windows 
 
CREATION DE LA VM DANS SCVMM (System Center Virtual Machine Manager) 
 
Se rendre sur le SRV-NET-VMM-04 : ouvrir la Console Virtual Machine Manager 
Créer la VM à l’aide d’un modèle. 
 

 
 

 
 

Renseigner le nom de la machine ainsi qu’une courte description. 
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Sélectionner Hyper-V dans la section Compatibilité, puisque nos hyperviseurs sont basés 
sur Hyper-V. 
 

 
 
Choisir ensuite le nombre de processeurs, la quantité de mémoire RAM, ainsi que l’es-
pace disque à allouer au second disque, si nécessaire. La carte réseau est déjà configu-
rée par défaut sur le réseau LAN. 
 
Activer l’option permettant de rendre l’ordinateur hautement disponible.
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Indiquer le nom de domaine afin que la machine l’intègre automatiquement. 
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Placer la VM sur l’un des hyperviseurs recommandés. 
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Si on déploie un modèle, il faut modifier le nom du fichier (nom du serveur_disque_1.vhdx) 
 

 
 
A faire après la création : 
 
Vérifier que tous les services d’intégration sont cochés, y compris Services invités. 
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POST-INSTALLATION 
 
Se connecter sur le srv-net-vir-XX qui héberge la VM, lancer le logiciel « gestionnaire du 
cluster de basculement », rechercher le serveur et clic droit propriètés.  
Renommer le serveur en enlevant SCVMM et ressources dans le nom 

 
 
Se connecter en utilisant la console VMM avec le mot de passe du compte administrateur 
local crée dans le keepass. 
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Mettre un IP fixe en fonction du plan d’adressage. 
 

 
 
Renommer le nom du serveur 
 
Une fois l’opération effectuée et avant le redémarrage, déplacez le compte d’ordinateur 
dans la bonne OU. 
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Installation Utilitaires 
Ajout du client SCCM 
 
Avec cette ligne de commande. (Ligne de commande cachée.) 
 
Une fois le client installé sur le serveur, il faut mettre le serveur dans le bon groupe dans 
SCCM pour le déploiement des mises à jour. 

 
 
Ensuite :  
 
Vérification de l’installation de S1 (Antivirus) 
Déplacer le serveur dans le groupe correspondant à son usage. 
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Mises à jour Windows :  
 

 
 
 
 
Intégrer le serveur dans la sauvegarde Veeam 
Tagger les VM dans SCVMM, les Tags sont à ajouter pour chaque VM dans : 
Propriétés > Légende 
Il faut tagger les VM en fonction des Hyper-V qui les héberge, il s’agit simplement d’une 
répartition de charge entre les proxys Veeam qui sont en B135 ou D009 : 
 

 
 
Configuration WALLIX Bastion :  
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WALLIX Bastion est une solution de PAM (Privileged Access Management), c’est-à-dire 
une solution de gestion des accès à privilèges. Elle permet de sécuriser, contrôler et tracer 
les accès des utilisateurs (internes ou externes) aux systèmes informatiques sensibles 
d’une entreprise. 
C’est un outil essentiel pour renforcer la cybersécurité dans les organisations, notamment 
dans les environnements où plusieurs administrateurs, prestataires ou techniciens accè-
dent à des systèmes critiques. 
 
Ajout dans le Bastion : 
 
Renseigner le nom du serveur, son adresse IP, puis ajouter le service RDP et sélectionner 
le service correspondant. 
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FortiGate : 
Création de la machine dans le FortiGate afin qu’elle puisse être accessible via le bastion. 
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Ajouter la machine dans le groupe GRP-VPNSSL-TSE (groupe d’accès au bastion) 
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9.2 Annexe 2 : Photo baie  
 

 


